Lecture 19:

Learning CNNs

Many slides adapted from Stanford’s CS231N by Fei-Fei Li, Justin Johnson, Serena Yeung,
as well as Slides by Marc'Aurelio Ranzato (NYU), Dhruv Batra & Devi Parikh (Georgia Tech)
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Image Classification: A core task in Computer Vision

(assume given set of discrete labels)
{dog, cat, truck, plane, ...}

> cat

his image by Nikita is
licensed under CC-BY 2.0

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n


https://www.flickr.com/photos/malfet/1428198050
https://www.flickr.com/photos/malfet/
https://creativecommons.org/licenses/by/2.0/

The Problem: Semantic Gap
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What the computer sees

An image is just a big grid of
numbers between [0, 255]:

e.g. 800 x 600 x 3

his image by Nikita is
licensed under CC-BY 2.0

(3 channels RGB)

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



https://www.flickr.com/photos/malfet/1428198050
https://www.flickr.com/photos/malfet/
https://creativecommons.org/licenses/by/2.0/

Challenges: Viewpoint variation

[[105 112 108 111 104 99 186 99 96 103 112 119 104 97 93 87]

[ 76 85 90 105 128 185 87 96 95 99 115 112 106 103 99 85]
[99 81 81 93 120 131 127 108 95 98 182 99 96 93 101 94]
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All pixels change when
the camera moves!

his image by Nikita is
licensed under CC-BY 2.0

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n


https://www.flickr.com/photos/malfet/1428198050
https://www.flickr.com/photos/malfet/
https://creativecommons.org/licenses/by/2.0/

Challenges: lllumination

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n


https://pixabay.com/en/cat-cat-in-the-dark-eyes-staring-987528/
https://creativecommons.org/publicdomain/zero/1.0/deed.en
http://maxpixel.freegreatpicture.com/Cats-Silhouette-Cats-Eyes-Silhouette-Cat-694730
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://pixabay.com/en/red-cat-animals-cat-face-cat-red-1451799/
https://creativecommons.org/publicdomain/zero/1.0/deed.en
http://maxpixel.freegreatpicture.com/Animals-Tree-Sun-Cat-In-Tree-Cat-Feline-Titus-63683
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Challenges: Deformation

is | by Umberto Salvagnin This image by Umberto Salvagnin This image by sare bear is Ihis image by Tom Thai s
is licensed under CC-BY 2 is licensed under CC-BY 2.0 licensed under CC-BY 2.0 licensed under CC-BY 2.0

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n


https://www.flickr.com/photos/kaibara/3625964429/in/photostream/
https://www.flickr.com/photos/kaibara/
https://creativecommons.org/licenses/by/2.0/
https://c1.staticflickr.com/5/4101/4877610923_52c9a5fedf_b.jpg
https://www.flickr.com/photos/eviltomthai/
https://creativecommons.org/licenses/by/2.0/
https://www.flickr.com/photos/sarahcord/364252525
https://www.flickr.com/photos/sarahcord/
https://creativecommons.org/licenses/by/2.0/
https://www.flickr.com/photos/34745138@N00/4068996309
https://www.flickr.com/photos/kaibara/
https://creativecommons.org/licenses/by/2.0/

Challenges: Occlusion

This image by jonsson is licensed
under CC-BY 2.0

This image is CCQ 1.0 public domain This image is CC0 1.0 public domain

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n


https://pixabay.com/p-393294/?no_redirect
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://commons.wikimedia.org/wiki/File:New_hiding_place_(4224719255).jpg
https://www.flickr.com/people/81571077@N00?rb=1
https://creativecommons.org/licenses/by/2.0/
https://pixabay.com/en/cat-hidden-meadow-green-summer-1009957/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Challenges: Background Clutter

This image is CCO 1.0 public domain This image is CC0O 1.0 public domain

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n


https://pixabay.com/en/cat-camouflage-autumn-fur-animals-408728/
https://creativecommons.org/publicdomain/zero/1.0/deed.en
https://www.pexels.com/photo/view-of-cat-in-snow-248276/
https://creativecommons.org/publicdomain/zero/1.0/deed.en

Challenges: Intraclass variation

This image is CC0O 1.0 public domain

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n


http://maxpixel.freegreatpicture.com/Cat-Kittens-Free-Float-Kitten-Rush-Cat-Puppy-555822
https://creativecommons.org/publicdomain/zero/1.0/deed.en
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.
ML: A Data-Driven Approach

1. Collect a dataset of images x and labels y
2. Use Machine Learning to train a classifier
3. Evaluate the classifier on new images

Example training set

def train(images, labels): airplane .- ﬁ.
# Machine learning! L
return model automoblle. “

bird -

def predict(model, test_images): cat Eﬂ
# Use model to predict labels ' -

return test_labels deer “

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n
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Two different learning problems are
classification and regression

e Regression: continuous labelsy

e Sum-square-difference loss: o |
Lssp(W;D) = Y |f(m; W) —y> 27
(:c,y)GD 3

> o

e Example: direct 3D pose regression:
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By Kierano - Own work, CC BY-SA 3.0,
https://commons.wikimedia.org/w/index.php?curid=7034448

15

H“ https://paperswithcode.com/task/6d-pose-estimation



Two different learning problems are
classification and regression

e Classification: discrete labels y
e Cross-entropy loss:

Los(WD) =3, D, og{pc ),

¢ (xz,y=c)eD

e Average surprise!

e Example: object detection:

(MTheiler), CC BY-SA 4.0 <https://creativecommons.org/licenses/by-
sal4.0>, via Wikimedia Commons 16



How to get probabilities? Softmax converts a set of C
class “scores” into “probabilities”

* If we need to classify inputs into C different classes, we put C units in
the last layer to produce C one-vs.-others scores [, fo, ..., fc

* Apply softmax function to convert these scores to probabilities:

_ (_exp(f1) exp(fc)
SOftmaX(fl’ ""fc) o (Z] exp(fj) ’ ,Z] eXp(fj))

If one of the inputs is much larger than the others, then the corresponding
softmax value will be close to 1 and others will be close to 0

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n
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How to minimize the loss by changing the weights?
Strategy: Follow the slope of the loss function

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Strategy: Follow the slope

In 1-dimension, the derivative of a function:

df(z) _ . flz+h) - f(@)

dx h —0 h

In multiple dimensions, the gradient is the vector of
(partial derivatives) along each dimension

The slope in any direction is the dot product of the
direction with the gradient

The direction of steepest descent is the negative gradient

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Gradient Descent

while |
weights grad = evaluate gradient(loss fun, data, weights)
weights += - step size * weights grad : ;

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n



Stochastic Gradient Descent (SGD)

Full sum expensive

N
1 :
L(W) = i > Li(wi, 4, W) + AR(W) when N is large!
1 7';1 Approximate sum
LW) = — Li(z;. ;. W) + AV R(W using a minibatch of
Vw L(W) N ;VW (%095 W) + AV R(W) examples
B 32 /64 /128 common
while |

data batch = sample training data(data, 256) nle 256 ex
weights grad = evaluate gradient(loss fun, data batch, weights)
weights += - step size * weights grad - i ~

Slide Credit: Fei-Fei Li, Justin Johnson, Serena Yeung, CS 231n
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How do we really
compute gradients?

Analytic or “Manual” Differentiation
Symbolic Differentiation
Numerical Differentiation

Automatic Differentiation!
* Forward mode AD
* Reverse mode AD
* aka “backpropagation”

* Implemented in specialized frameworks:

* pytorch (Facebook)
* TensorFlow (Google) frameworks

* Main computation, mainly done on GPU (or TPU)
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Neural Network Training

 Step 1: Compute Loss on mini-batch [F-Pass]

(C) Dhruv Batra 26



Neural Network Training
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(C) Dhruv Batra 27



Neural Network Training
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(C) Dhruv Batra 28



Neural Network Training

 Step 1: Compute Loss on mini-batch [F-Pass]

 Step 2: Compute gradients wrt parameters [B-Pass]

Layer 1

(C) Dhruv Batra 29



Neural Network Training
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(C) Dhruv Batra 30



Neural Network Training

 Step 1: Compute Loss on mini-batch [F-Pass]
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(C) Dhruv Batra 31



Neural Network Training

 Step 1: Compute Loss on mini-batch [F-Pass]
 Step 2: Compute gradients wrt parameters [B-Pass]

e Step 3: Use gradient to undate narameters

(C) Dhruv Batra 32



Outline

s D

Intra-class variability: viewpoint, lighting, instance
Supervised Learning: label + optimization
Regression and Classification: SSD + CE

Stochastic Gradient Descent: mini-batches

Calculating Gradients: back-propagation



